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Abstract

As radiotherapy has become one of the widely used techniques in cancer treatment, accurate tracking of patient’s
respiratory motion is considered to be more important in treatment planning and dose calculations. Inaccurate motion
tracking can cause severe issues such as errors in target/normal tissue delineation and increasing the volume of healthy
tissues exposed to high doses. Different methods have been introduced to estimate the respiratory motion, but most of
them require some electronic devices or expensive materials. As an inexpensive and easy to use alternative to the previous
methods, we propose a new 3D respiratory motion tracking method by using stereo vision techniques of detecting and

decoding visual coded markers.
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1. Introduction

Radiotherapy is a widely used technique, generally

as a part of cancer treatment to control or kil
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the of

respiratory ~ motion

malignant cells. In era image-guided

radiotherapy, tracking  has

attracted a lot of research attentions as it induces
significant internal movements while causing many
problems like image acquisition limitations, treatment

limitations and

limitations'.

planning radiation  delivery

1.1 Respiratory Motion

If the respiratory motion is not accounted correctly,
motion artifacts can be resulted in CT images and
affected to target/normal tissue delineation and dose
calculation accuracy. In treatment planning, adding

margins to cover the limits of the motion may



112

increase the radiation field size and consequently the
volume of healthy tissues exposed to high doses. On
the other hand, if the margins are not large enough,
part of the clinical target volume will not receive
advocate dose coverage. In the phase of radiation
delivery, presence of respiratory motion causes an
averaging or blurring of the static dose distribution
over the path of the motion.

As a solution to these problems, many different
methods, such as motion encompassing, respiratory
gating, breath holding, forced shallow breathing with
abdominal compression, and real-time tracking, have
been introduced to handle the respiratory motion.
Before delivering treatments, motion encompassing
techniques require a series of scans on the affected
area to be taken over several complete respiratory
cycles to understand the movements of the tumor.
Then a 3D volume (space) which represents the
positions of the tumor during the whole respiratory
cycle is created. This whole volume is used as the
treatment delivery area and consequently some
healthy tissues might get exposed to high doses. In
breath-holding techniques, patient is asked to hold
the short

treatments during these

and deliver
this

technique is especially difficult for patients having a

respiration for intervals

intervals. However,
compromised pulmonary function which is the case
for most of the lung cancer patients. Forced shallow
breathing techniques use a physical plate over the
abdominal region to restrict the breathing motion
which causes more inconveniences for the patient.
Respiratory gating techniques use an external marker
to calculate the respiratory cycle and periodically turn
the the breathing

! These

parameters fall within a predefined range[z.
breath-holding and gating techniques have extra

on treatment beam Wwhen

burden such as handling patient movements, longer
treatment time, patient training and model instability.

Real-time target tracking techniques have been
by actively

proposed to solve these problems

estimating the motion and continuously synchronizing
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Fig. 1. Various types of motion tracking systems used

in radiotherapy.

beam delivery with the motion of the tumor. The
Calypso, prostate motion tracking system integrated
in Varian (Varian Medical Systems, Palo Alto, CA),
implants three tiny transponders shown in Figure
1(c) into the prostate to send tracking signals to the

systemB].

When the prostate moves outside the
planned treatment area, the radiation beam can be
stopped to minimize the damage to the healthy
tissues. The BrainLAB ExacTrac positioning system
uses implanted fiducial markers with external infrared
reflecting markers (Figure 1(b)) to align the patient
and gates the treatment beam'”. The Synchrony
respiratory  tracking subsystem  of
CyberKnife, the which

continuously synchronize beam delivery to the motion
5]

system, a

is first  technology

of the tumor™. The motion is tracked using a fiber

optics marker vest shown in Figure 1(a).

1.2 Proposed Method

Most of the previous real-time respiratory motion
tracking techniques wuse electronically connected
devices or expensive materials as markers. Instead of
using such inconvenient and complicated markers, we
propose a respiratory motion tracking technique using
visual coded markers (AR markers) which are cost
effective and easy to handle.

First, an introduction to visual coded markers is
given in Section [.3 with an overview of the
proposed system in Section II. In Section I, the

properties of the proposed marker system are
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Fig. 2.

explained along with the encoding algorithm. The
image processing algorithms - which are used to
automatically locate the markers on a stereo image
pair - are explained in Section IV. The way of
extracting embedded code information from the
detected markers using the projective transformation
matrix is explained in section IV.3. The procedure of
calculating ~ 3-dimensional  information  (using
previously obtained code information) and the motion
parameters of each marker is discussed in section V.
Finally, the experiments conducted to analyze the
accuracy of the proposed system are explained in

Section VI.

1.3 Visual Coded Markers

Visual coded markers are mostly 2-dimensional
binary images embedded with code information which
can be used later to uniquely identify the markers.
They are mostly used in augmented reality (AR)
applications for tracking and pose estimation
purposes. Examples of some visual coded markers
used in existing AR applications are shown in Figure
2[640]'

The performance of such an AR system highly
depends on marker detection, decoding and pose
[11] the

accuracy performance
requirements differ based on the application. In the

estimation where
case of proposed method, a higher performance level
1s required as it is going to be implemented in
respiratory motion tracking system for radiotherapy.
Among different kinds of

square-shaped markers are the most commonly used

those markers,

ones because their four corner information can be
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(d

used to estimate the pose of the markers without
using any neighboring marker information. Camera
calibration also can be done using the four corner
information of a single marker. Circular (co-centric)
markers, mostly used in previous respiratory motion
tracking systems, can only provide one point-
correspondence per a marker and at least three
markers in the same image are required to estimate

the pose.

II. System Overview

Visual coded markers are designed in smaller sizes
as possible, in order to attach them to the affected
area of the human body. A calibrated stereo camera
1s used to capture two different views of the attached
marker and different image processing algorithms are
used to track the marker in real-time. The 3D
coordinates of each marker corners can be calculated
using the relevant 2D coordinates of the marker

corners in left and right images. Then these 3D

Stereo Camera

Radiation
Beam

3D Motion Estimation

Left Image  Right Image Controller

=
Fig.

3. HMetst ol FX AAHS HE o
3. Application example of the proposed marker
tracking system.
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coordinates are used to estimate the motion of the
attached surface. Figure 3 shows an overview of the

proposed system.

IM. Marker Encoding

The visual coded markers we use in our proposed

12
: ], a marker system

system are based on ARTag
which uses digital coding theory to get a very low
false positive and inter-marker confusion rate with a
small marker size (very important when being used
on a human body). The ARTag marker system
contains 2002 planar markers, where each marker
consists of a black or white square border and an
interior region filled with a 6 <6 grid of black or
white cells. In the proposed marker system, only a
black square border with a reduced interior grid of
3xX3 1s used, as a few number of markers are
needed to cover a specific area of a human body.
The marker can hold a 9bit binary code-word where
each bit corresponds to its respective cell value in
the grid. Each cell value in the grid can be either ‘1’
o
respectively) it holds.

or according to the color (white or black

When encoding the 3x3 grid with a binary
code-word, a random assigning process with three
constraints is used. The first constraint is that at
least one cell which is connected to the black border
should be filled with black color. This restriction is
mmposed to avoid two near square contours which
could cause difficulties in marker detection process.
According to the second constraint, when the filled
grid is rotated in four different angles
(0°,90°,180° 270°); the four output code-words should
be Then the output

code-word of the grid with 0° rotation is taken as

different from each other.

the representative code-word of the marker. If a
code-word similar to previous ones or their three
rotations is found in the proceeding iterations, that
code-word is rejected to keep the uniqueness of the

markers, which is the third constraint of the marker

(2750)
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Fig. 4. Two example markers and its code-words used in

proposed system.

encoding process. 120 different markers are generated
adhering to all of the above constraints and two of

them are shown in Figure 4.

IV. Marker Detection and Decoding

Proposed marker tracking algorithm consists of
three main modules: 1) Pre-processing of the camera
2)

processed images; and 3) Extraction of embedded

Images; Coded marker detection from the
code data from the detected markers. Figure 5(a)
shows a typical input image which will be used for

llustrating the algorithm.

4.1 Image Pre—Processing

The objective of this step is to produce a binary
image from the input camera image, which has an
accurate representation of each visual coded marker
in the image. When converted to a binary image, an
image pixel can be represented by 1 bit instead of 24
bits used in color images . This reduction of data
will help to decrease the computational time without
losing any relevant data from the markers as they
contain binary code-words only. Further, binarization
will help to design a simple and computationally
efficient algorithm to detect markers from input
Images.

In the proposed system, an adaptive thresholding

[16]

technique ™ is adopted to convert a grayscale image

to a binary image that compensates the uneven
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Fig. 5. Image thresholding results (@) Input image (b)
Adaptive  local  thresholding ()  Global

threshold=60 (d) Global threshold=100.

camera brightness, varying scene illumination, and
In contrast to global thresholding,

adaptive thresholding is a local thresholding technique

Image noise.

that computes separate threshold values for each
pixel based on the neighborhood. Intensity value of
each pixel is compared with the weighted sum of its
neighbors with a Gaussian kernel to decide whether
it is black or white as shown in Equation (1), where
T(x,y) is the weighted sum and c is a user defined
constant. The user has to select the window size and
the constant ¢ according to the image size, marker

size, and the average brightness level of the images.

0 if sre(z,y)> T(x,y)—c

255 otherwise (1)

dst(:my) = {

a3
Fig.
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In the proposed system, an inverse thresholding
technique i1s used to simplify the detection step.
Figure 5 shows a comparison between the adaptive
thresholding technique and the global thresholding
with different threshold values.

4.2 Marker Detection

Identification of the coded markers in the binary
images relies on their common feature: black square
border. To clearly differentiate the black border from
the image scene, especially from darker backgrounds,
another small white border is added around the black
border.

As the first step of the marker decoding process, a
contour detection algorithm is applied on the binary
image to label the connected regions. Then the
contour size is used to eliminate too large or small
Three

properties of the square-shaped visual coded markers;

regions Wwhich are possibly not markers.

having four sides, being a parallelepiped and convex,
are used to filter out the regions which are not
corresponding to markers. In order to do that, each
remaining contour is approximated to a polygon using
the Douglas—Peucker algorithm“ﬂ and analyze the
shape. If the approximated polygon is not convex or
does not have exactly four sides, these contours are
disregarded as possible markers. Furthermore, the
length of the four sides of the polygon is analyzed
to remove the contours which are not parallelepiped.

Figure 6 (a) and (b) show the results of contour

(©)

oA dZ % =535 Y (@) 2/2M F£ (b) HE 2 (o) =58t "l ot Fdo| =&

6. Process of marker detection and decoding (a) Contour detection (b) Refined contours

(c) Detected possible markers which will send to decoding stage.

(2751)
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detection and contours refinement respectively. After
completing all the refinements, remaining contours
are considered as possible markers. Then the four
corners of each marker are refined by applying a
sub—pixel level comer finding method to increase the
accuracy of the detected marker position. Figure 6(c)

shows the refined detected possible markers.

4.3 Marker Decoding

The main goal of the marker decoding process is
to extract the embedded code data from the detected
In this

transformation between the image plane and the code

markers. process, first the projective
plane is computed accurately using the four corner
information of each marker in both plane. The
sub-pixel level coordinates of the four corners in the
image plane can be found from the marker detection
process whereas the coordinates in code plane are
already known by the definition of the marker size.
Then 7(a))

transformed to the code plane (Figure 7(b)) and apply

each detected marker (Figure is

binary thresholding in order to clearly identify the

d™: a less time consuming

data area. Otsu’s metho
adaptive thresholding technique which defines a
global threshold value analyzing an image histogram;
1s applied here since it works well on small images
like Figure 7(b)

variations.

which do not contain much

As shown in Figure 7(c) a 5X5 mask is applied

ro
Ral
1o
1
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on that binary image and proceed through the known
data areas according to the definition of the markers
and test for the logical state by analyzing the pixel
values. In this way, the 9 bits binary code-word
embedded in the 3 <3 inside grid of the marker can
be obtained. Then a look-up table is used to identify
the marker ID from the binary code-word. If the
code-word cannot be found directly in the look—-up
table, it is rotated either to 90°, 180" or 270" and
searched through the lookup table again. By following
this process, both the ID and orientation of the maker
can be found at once. This decoding process is
llustrated in Figure 7, and it is applied to both left

and right camera images to get marker information in

both views.

Marker  detection results in

different situations.

and decoding

1/1]0
011
110/0

Rotating Code-word

Look-up Table
(@) (b) (c) @ (e)
a2l 7. AMZb olFe 553 IH () ol FE Gnl FPHE A1 (o) oiF{el O|XZE YME2 f|St 5x5 ojA=
A (d) ZE/ES ™I} LUTE o|8st otA ID 23 (o) OrA ¢lAl 23t
Fig. 7. Visual coded marker decoding process. (a) & (b) Applying projective transformation to each detected markers to

get the orthogonal view (code plane). (c) Applying 5x5 window mask to get the binary code-word. (d) Use
rotation and look-up tables to get the code ID. (e) Marker recognition results.

(2752)
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In different lighting and environmental conditions,
the proposed marker detection and decoding method
works well without false positive or inter-marker
confusions. Some results of the marker detection and
decoding are shown in Figure 8 These results prove
that the proposed method is invariant to background
condition and also robust to various illumination

levels and different marker angles.
V. Motion tracking

After finding the marker IDs and their coordinate
information on both views, camera calibration

(3l techniques can be

parameters with triangulation

used to find the 3D coordinates of each marker as

shown in Figure 9.
Using this 3D

acceleration, and rotation information of each marker

information,  displacement,
can be calculated independently. Displacement of a
marker M at time ¢ can be defined by Equation 2,
where m, (x,y,2) represents the 3D location of the
marker. Acceleration A of a marker M at a given
time ¢ can be calculated by Equation 3 using the

displacement information. If the centroid (c,) of the

marker is found using four corner information m;,

rotation R can be found using SVD as shown in
Equation 4 and 5.

Dt(M)th(m,y,z)—mm(l‘,y,z) (2)

a3 ==X A 513 H 12 & 17
nformation Engineers  Vol. 51, NO. 12, December 2014

A, (M) =[D,_,(M)—2D,_, (M) + D,(M)]/ AP 3)
4 . .
H= Z (mi " )(mio - Cto) (4)
i=1
(U8, V]=SVD(H), R, (M)=VU" (5)

VI. Experiments

6.1 Experiment Setup

The proposed method is implemented in a vision
system which is composed with two Point Grey
FL3-FW-20S4C-C CCD cameras, each having a
6mm lens and capable of providing stereo images of
800 X< 600 resolution. The baseline between the two
cameras is about 10cm and the focus of the camera
is set to be around 70cm from the camera. All the
computations are done in a common PC with a 2.67
GHz Core 15 CPU and 4GB RAM. OpenCV library is
used for image processing tasks and OpenGL is used

[14]
camera

for some visualization parts. The Zhang's
calibration method is used to calibrate the stereo

camera.

6.2 Respiratory Motion Analysis
An experiment is conducted to analyze the human

respiratory motion by attaching six markers to the

% 9. AHEHL GAo| oA AZE Y 3R FE AL (@) EHHY (o) YA (o) otFel 3R KA
Fig. 9. Marker detection results of a stereo view and the calculated 3D information.

(a) Left image (b) Right image (c) 3D pose of markers.



118 Zt =23 O E 0[8% &X 25 FH RLIOF /M LtoE7| 2|
Displacement of the marker with respect to the first frame
10 T T T T
[} X -
5+ . . y y . G
IO —‘fé RN = e s\ & +a'"\+%*’4 N "‘\,f g eV
£ N . \ !
E s|\% J \ \ \\ -\ 4 \ )
= 1 + \ . A7 \
C - * %, i
£ -0 \/ \j R \ \ \/ \/ \ 1
] " 9 Y.
2Bl ' i |
8 20} | -
25 - : : . 3 =
_30 1 | 1 | 1 | 1 .
0 20 40 60 80 100 120 140 160
Frame
Acceleration of the marker with respect to the first frame
15 T T T T
X ——
Y —a—
7 —+—
£ ]
Jur) Il . % PRy —
E NF v
; 7 7
1 1 1 1
80 100 120 140 160
Frame
Rotation of the marker with respect to the first frame
8 T
6 f o
— 4 —
3
o 2 3
@
(o)
c 0 ]
9
§ 2 .
Q
I3
_4 -
,6 -
_8 1 Il
0 20 40 140
Frame
a8 10, A SRol HEE o el 2R 24 J|EZ ol et oLl (@) xy,z F ¥Rl () xyz & 7IEE
(c) Yaw, Pitch & Roll =™
Fig. 10. Motion analysis of a selected marker attached to the human abdomen (a) Displacement and (b) Acceleration of

the marker in x, y and z axises (c) Rotation of the marker in Yaw, Pitch and Roll with respect to the reference

frame.

abdomen as shown in Figure 9(a). Then the markers
are tracked continuously for about one minute,
starting from an end-exhale position. Using the
equations given in Section 5 and selecting the first
frame as the reference frame, the displacement,

acceleration, and rotation of each markers are

estimated for every frame. In the case of acceleration,
estimation is started from the third frame as the
displacement information of two previous frames is
required to calculate the acceleration. Three graphs in
10 depict the

acceleration and rotation information of a selected

Figure estimated  displacement,

(2754)
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marker for 150 consecutive frames in X, y, and z

axises.

6.3 Accuracy Analysis

Using the experiment explained in Section 6.2, the
accuracy of the motion tracking cannot be analyzed
as the ground truth of the human respiratory motion
1s not available. Therefore, another experiment is
conducted to analyze the accuracy of our proposed
system by tracking a motion with a known ground
truth. In this experiment, the coded marker is moved
for an accurately measured distance along a linear
motion stage and that distance is measured using the
proposed method. Figure 11 shows the experimental
setup which consists of the stereo camera, linear
motion stage, coded marker and the controllers for
the stereo camera and motion stage.

As shown in the Figure 12, the marker is moved

300mm vertically along the linear motion stage and

119
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markers are placed in different orientations (in angle
and distance) with reference to the camera when they
are attached to a human body. In the experiment
setup, the stereo camera is placed in five different
angles (-45°, -30°, 0°, +30°, +45°) and three different
distances (60 cm, 70 cm, 80 cm) to simulate this
situation instead of using multiple markers. Table 1
gives the results of the experiment where the first

column represents the angle of the stereo camera to

Controller for
motion stage

Controller for
nera

J 11, AHEHL Fio2iet M3 AHO0|X] T gt A
tracked its motion in different angles and distances S|
by changing the position of the stereo camera. The Fig. 11. Experiment setup with the stereo camera and
the linear motion stage.
o
A ‘:C\\:\Marker
; Y ’l,,' L@\Sj\\ EJ ‘
// Pie /, E \ 1 »\\\ 30 om
¢ ‘/,’/ / i \ \\; -
¢ / : RS S
2\ & /, i \\ g ‘, \\ 7/‘0
4 A i A \ N,
y '\," ; | 3 ‘\ ) o II
s S m . \ Coded
/ N Marker
,"I 60 cm E \Stereo \\
Camera
,'/ 70 cm + \ \Stereo
! : ’ Camera
80 ‘ . .
om "' Top View Front View
a2 12 Aot A|lAdlel HUE BEAME (st MY FX| FF2 Crst MY HolE 2S5 2510 AH 2 Fto
2le] Mx| 2(x[E HAES HolE. 252 A2 7ozt /x| & 07|19 0|5 Z2RE 20 E.
Fig. 12. Experiment setup for analyzing the accuracy of the proposed system. Left image shows the top view of

the experiment setup which explains how the position of the stereo camera changed. Right image shows
the front view which explains how the marker is moved.

(2755)
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Table 1. Measuring the accuracy of the proposed motion Table 2. Accuracy comparison of the proposed method
tracking technique by comparing it with the with three related respiratory motion tracking
ground truth. systems.
Angle (cm) (mm) Error (%) System . Accuracy
60 20040 013 Synchrony < 1.5 mm
- : ExacTrac ™ < 1.0 mm
-45° 70 300.35 0.12 Ca_[ypSQ[g] < 15 mm
30 301.08 0.36 Proposed Method < 1.3 mm
60 300.75 0.25 ) o ] )
3 70 200,52 0.17 comparison within a laboratory environment is not
20 20 1'32 O. u feasible as most of the related work mentioned in
60 20 O. 2 0' - Section 1.1 are highly expensive commercial
0° 70 20 O. o5 O- 08 products. Therefore, accuracy of the proposed system
20 300'9 1 0'30 1s compared with three previous systems which have
60 20 O. 2 0.11 related publications with accuracy analysis. Most of
30° 70 5 99. % O- o1 the respiratory motion tracking systems consider
%0 300'35 0'12 three different motions; anterior/posterior (AP),
60 %9 9. % 0' o1 superior/inferior (SI), and lateral/medial (LM) during
e 70 20 O. 05 O- 0 the accuracy analysis. During the accuracy analysis
20 300'72 0'24 of the proposed method, SI motion is simulated by
A 70 3 OO. A3 0.1 9 the movement of the marker where as AP and LM
verage | ]

the orthogonal view of the maker, the second column
represents the horizontal distance from the camera to
the the third the
displacement of the marker measured by the proposed
method, and the the
percentage of the measurement error compared to the
ground truth (300mm).

As shown in the Table 1, the average measured

marker, column represents

last column represents

displacement is 30048mm and the average error
percentage is *0.19. Due to the focus setting of the
camera, the most accurate results in all cases are
obtained when the distance between the camera and
the marker is 70cm. When the marker is too close or

far from the camera, captured images will be out of

focus and cannot detect the marker corners
accurately.

6.3 Accuracy Comparison

Conducting an experimental level accuracy

motion is simulated by changing the position of the
Table the

comparison results which proves that the proposed

stereo  camera. 2 gives accuracy
method 1s quite compatible with the other three

systems.

VII. Conclusions

In this paper, we proposed a respiratory motion
tracking system using visual coded marker tracking
technique with a stereo camera. Currently the
tracking process takes an average of 0.25 seconds to
process a pair of left and right camera images as the
image resolution is high.

The accuracy of an AR marker detection method
basically based on three criterion; false negative, false
positive, and inter—marker confusion. False positive is
the case that a marker is detected even it does not
exist in real, whereas false negative is defined to be

the opposite of false positive. The inter-marker

(2756)
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confusion is the case that a marker is detected, but

the wrong id was given, ie. one marker was
mistaken for another.

Using our experiment we figured out that, when a
the

embedded code-word of the maker can be read out

visual coded marker is detected correctly,

accurately without inter-marker confusion. While
performing the experiments, the proposed method did
not show any false positives but few false negatives.
We figured-out that the in the

detection process was the reason which caused false

inconsistencies

negatives.

More experiments were conducted to analyze the
accuracy of the motion tracking by comparing it with
ground truth and the results prove that the proposed
system can achieve an acceptable accuracy level. In
order to enhance the robustness of the marker
detection process, we are planning to introduce some
image enhancing techniques to improve the captured

images. We are also working on reducing the

processing time by enhancing the efficiency of the
algorithm.
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